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We consider a model for a spin field-effect molecular transistor, where a directed pure spin current is
controlled by an external electric field. Inelastic scattering effects of such molecular device are discussed
within a framework of full counting statistics for a multilevel molecular system. We propose that the heating
of the molecular junction can be controlled by external electric and magnetic fields. Characteristic features of
the model are demonstrated by numerical calculations.
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I. INTRODUCTION

Fast development of experimental techniques allowing for
miniaturization of electronic devices led to renewed interest
in theoretical research in the area of quantum transport. In
particular in molecular electronics community focus of the
research was shifting from elastic �Landauer� to inelastic
charge transport through molecular junction, to its noise
characteristics and heating. Spin flux as an alternative to
charge current in electronic devices, where magnetic field
provides an additional �to bias� mean of control, is studied by
spintronics.1,2 Quantum ratchets3,4 and electric potential5–7

were proposed as additional controls of the spin flux.
Schemes for optical control of a spin trapped in quantum
dots were reported in the literature.8–13 Recently a combina-
tion of spintronics with molecular electronics started to re-
veal itself as molecular spintronics.14–17 Theoretical schemes
for spin pumps were considered in Refs. 18–20, and inelastic
effects of spin transport through the junctions were reported
for spin valves21 and for tunneling through a junction with
embedded spin.22 Shot noise of spin current was considered
in Ref. 23.

Here we present a model for a molecular junction, con-
sisting of a molecule between two normal metallic contacts,
where pure spin current is controlled by an external electric
field. The spin field-effect transistor is a generalization of a
spin pump introduced in Ref. 18. Directed spin current seems
to be a more convenient element for molecular spintronics
device. As in the case of the spin pump, only pure spin
current participates in the transport. We consider inelastic
effects of the spin current revealed in the transport properties
of the device. This consideration takes place as a part of a
general approach of full counting statistics for multilevel
molecular systems. In particular, we discuss current and
zero-frequency noise of the junction.

Flexibility of molecules, and as a result well-pronounced
inelastic features in transport properties of molecular junc-
tions, makes heating of a device an important issue in mo-
lecular electronics. Spin field-effect transistors �FETs� inherit
this problem of the usual FETs, since spin current is also
caused by electrons crossing molecule-contact interface
which results in heating molecular device. Within the model
we discuss spin current through molecular junction, and pro-
pose external electric and magnetic fields as possible con-

trols capable of tuning molecular structure to diminish heat-
ing of the device.

Section II presents a model and outlines the method. Sec-
tion III is devoted to full counting statistics of multilevel
molecular systems. We describe general approach and intro-
duce junction characteristics–spin and charge current and
noise. Section IV is devoted to heating in spin field-effect
transistors. In Sec. V we present results of numerical simu-
lations. Section VI concludes.

II. MODEL

We consider extension of the spin pump proposed in Ref.
18 to the junction situation. The spin pump of Ref. 18 is a
model of a two-level system coupled to one electrode. Ap-
plication of magnetic field generates spin current in the con-
tact due to spin-flip process taking place at the molecule. We
propose a generalization where the spin flux is generated
across the junction �spin current between two contacts�. Note
that the spin flux in our model is optically controlled, i.e.,
external electric rather than magnetic field controls spin flux.
The junction is composed of two molecules �represented by
single levels 1 and 2 coupled to molecular vibrations �1 and
�2� attached to left L and right R normal-metal electrodes,
respectively. Each molecule is subject to a dc and ac pair of
magnetic fields Bi

�dc� and Bi
�ac� �i=1,2�. Note that level de-

pendent g factors in nanowire quantum dots were recently
reported in the literature,24 something that, here, is repre-
sented by the site dependent field. The molecules are weakly
coupled by external source of light of particular frequency
�E. The light can be used as a handle to switch on and off
spin transport through the junction. The Hamiltonian of the
system is

Ĥ = Ĥ0 + V̂ , �1�

where

Ĥ0 = �
k�L,R;�

�kn̂k� + �
i=1,2

��
�

��i� + Mi�âi + âi
†��n̂i� + �iâi

†âi

− g�BBi
�ac��d̂i↑

† d̂i↓e
i�i

�B�t + H.c.�� + �
k�L;�

�V1kd̂1�
† ĉk�

+ H.c.� + �
k�R;�

�V2kd̂2�
† ĉk� + H.c.� , �2�
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V̂ = �VEe−i�Et + VE
�ei�Et��

�

�d̂1�
† d̂2� + H.c.� . �3�

where di�
† �d̂i�� and ĉk�

† �ĉk�� are creation �annihilation� op-
erators for corresponding state in the molecule�s� and in the

contact�s�, n̂i�= d̂i�
† d̂i� and n̂k�= ĉk�

† ĉk�, âi
†�âi� is creation �an-

nihilation� operator for vibration quanta of molecule i, �
= �1 is direction of spin projection, and where

�i� = �i −
�

2
g�BBi

�dc�. �4�

We start by transforming Hamiltonian �1� into the rotating
frames of the magnetic field20,25

Ĥ → Ĥ̄ = i� �

�t
eŜB�t��e−ŜB�t� + eŜB�t�Ĥe−ŜB�t�, �5�

SB�t� = − i
�1

�B�

2
t�

�

��n̂1� + �
k�L

n̂k��
− i

�2
�B�

2
t�

�

��n̂2� + �
k�R

n̂k�� . �6�

This transformation eliminates the time dependence from the
ac magnetic field terms, shifts the positions of molecular
levels, and induces spin biases in the contacts, according to

�̄i� = �i� + ��i
�B�/2, �7�

�̄k� = ��k + ��1
�B�/2 k � L

�k + ��2
�B�/2 k � R

.	 �8�

Perturbation �3� takes the form

V̂̄ = �VEe−i�Et + VE
�ei�Et��

�

�d̂1�
† d̂2�e−i���1

�B�−�2
�B��t/2 + H.c.� .

�9�

In what follows we will put �1
�B�=−�2

�B�
�B to create a spin
bias across the junction �see Fig. 1 for a sketch�. Similarly,
we put g�BB1

�dc�=−g�BB2
�dc�
�0. The interaction with the

external optical field is taken into account within perturba-
tion theory. Expansion of the evolution operator on the
Keldysh contour up to second order in Eq. �9� in the rotating-
wave approximation �RWA� leads to electronic self-energy
due to interaction with external optical field in the form �see
the Appendix for details�

��,��
�E� �	,	�� = 
�,��2�VE�2cos �E�t − t���G2�,2��	,	��e−i��B�t−t�� 0

0 G1�,1��	,	��ei��B�t−t�� 
 . �10�

As a result of the transformation to the rotating frames and
the RWA we obtain a time-independent �steady-state� de-
scription.

The coupling between electronic and vibrational degrees
of freedom is treated below within two different approaches.
The transport through the junction is considered in a basis
obtained by a small polaron transformation26

Ĥ → Ĥ̄ = eŜvĤe−Ŝv �11�

Ŝv = �
i=1,2;�

Mi

�i
�âi

† − âi�n̂i�. �12�

This transformation decouples the electronic and vibrational
degrees of freedom on the molecule and dresses the molecu-
lar fermion operators

d̂i� → d̂i�X̂i X̂i = exp�−
Mi

�i
�âi

† − âi�
 . �13�

We take the vibrational shift operators X̂ into account within
the usual Born-Oppenheimer-like approximation, which al-
lows us to introduce the Franck-Condon factors27 multiply-
ing the electronic Green’s function �GF�

Gi�,j���	,	�� 
 − i�Tcd̂i��	�X̂i�	�d̂j���	��X̂j�	���

� − i�Tcd̂i��	�d̂j��
† �	����TcX̂i�	�X̂j

†�	��� .

�14�

In the description of the junction heating, we utilize the
Born approximation28 instead, which allows us to keep the
consideration simple. As usual we implement a noncrossing
approximation, i.e., diagrams for electron transfer and inter-
action with vibrations do not cross �the processes do not

L

RL

R↑
ε̄1↑

ε̄2↑ ↑↓ ε̄1↓

ε̄2↓
↓

FIG. 1. �Color online� Sketch of an optically controlled spin
field-effect transistor.
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happen simultaneously�.26 In this case Green function is ob-
tained from the Dyson equation of the form

Gi�,j���	,	�� = Gi�,j��
�0� �	,	��

+ �
m1,m2

�
�1,�2

�
c

d	1�
c

d	2Gi�,m1�1

�0� �	,	1�

��m1�1,m2�2

�ph� �	1,	2�Gm2�2,j���	2,	�� �15�

where G�0� is Green’s function in the absence of electron-
phonon interaction �M1,2=0�, and ��ph� is self-energy due to
electron-phonon interaction

�i�,j��
�ph� �	,	�� = i
i,j�Mi�2Di�	,	��Gi�,i���	,	�� �16�

Here Di�	 ,	��
−i�Tcâi�	�âi
†�	��� is phonon Green’s func-

tion. We treat it within a quasiparticle approximation.29

III. FULL COUNTING STATISTICS

The theoretical concept of full counting statistics was
originally proposed by Levitov and Lesovik.30,31 The
approach32 was applied to the nonequilibrium Anderson im-
purity model in Ref. 33. Measurements of shot noise in mo-
lecular junction34 prove possibility of experimental observa-
tion of moments beyond average current. This together with
the flexibility of molecules, i.e., importance of inelastic ef-
fects in transport through molecular junctions, recently
caused several theoretical investigations devoted to study of
resonant level coupled to single vibration model.35–37

Here we discuss a generalization of the result derived by
Gogolin and Komnik33 to a multilevel situation, and apply
the expression to calculate the first �current� and second
�noise� cumulants of the distribution. Following the deriva-
tion of Ref. 33 for the case of multilevel molecule we obtain
an expression for the derivative of the adiabatic potential in
the form38

�

��K
− U��K

−,�K
+�

= −
1

2
�

−


+
 dE

2�
Tr��K

��E�ei�KG�
��E� − G�

��E��K
��E�e−i�K�


 −
1

2
�

−


+
 dE

2�
Tr��K

��E�ei�K

���E − H0 − �−−�E�����
��E��−1

��E − H0 + �++�E�� + ��
��E��−1

− ��E − H0 + �++�E�����
��E��−1

��E − H0 − �−−�E�� + ��
��E��−1�K

��E�e−i�K� . �17�

Here, �K
− ��K

+� is a counting field for the interface between the
molecule and contact K on the forward �backward� branch of
the Keldysh contour, �K
��K

− −�K
+� /2. “−−,” “++,” “�,” and

“�” are causal, anticausal, lesser, and greater projections.
The trace runs over molecular subspace. The electronic self-
energy due to the coupling to contact K is denoted by �K,

and �� is the total electronic self-energy dressed with the
counting field �. In particular, within the noncrossing
approximation26

��
�,��E� = �

K

�K
�,��E�e�i�K + �int,�

�,��E� , �18�

where �int,�
�,� is the electronic self-energy due to interactions

dressed with the counting field �.
It seems difficult to obtain an expression for the logarithm

of the generating function �integral of Eq. �17� over �K
−� in

the multilevel case. However, Eq. �17� itself can be used to
calculate cumulants. The time-averaged charge cumulant of
order n due to charge transport through interfaces
�Kj� �j= �1,2 , . . . ,n�� is

�
nq�Kn,. . .,K1

T
= − i

�

��i�Kn
�

. . .
�

��i�K1
�
�U����,− ��������=0.

�19�

Here and below e=�=1.
First cumulant yields the well-known expression for

steady-state current39,40

IK = − i
�

��i�K�
�U����,− ��������=0

= �
−


+
 dE

2�
Tr��K

��E�G��E� − �K
��E�G��E�� . �20�

Since no spin-flip events are allowed on the metal-molecule
interface, the electronic self-energy due to coupling to the
contacts is diagonal in spin space; that is,

��
�K��	,	�� = �

k�K

�Vik�2gk��	,	�� , �21�

where i=1 for K=L and i=2 for K=R, whereas gk� is the GF
of a free electron. As a result, the charge current of electrons
with spin � at interface K is given by

IK� =
e

�
�

−


+
 dE

2�
���

�K���E�Gi�,i�
� �E� − ��

�K���E�Gi�,i�
� �E�� .

�22�

The spin and charge currents at interface K are

IK
�s� = IK↑ − IK↓, �23�

IK
�c� = IK↑ + IK↓, �24�

respectively.
The second cumulant yields an expression for the zero-

frequency noise. In the noninteracting model, it reads as41
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SK2K1
�� = 0� = − i

�

��i�K2
�

�

��i�K1
�
U����,− ��������=0

= �
−


+
 dE

2�
Tr�
K1,K2

��K1

� �E�G��E� + G��E��K2

� �E�� − iK1
�E�iK2

�E�

+ �K1

� �E�G++�E��K2

� �E�G−−�E� + �K1

� �E�G−−�E��K2

� �E�G++�E�

− �K1

� �E�G��E��K2

� �E�G��E� − �K1

� �E�G��E��K2

� �E�G��E�� , �25�

where iK�E� is a matrix of the energy-resolved current opera-
tor at interface K

iK�E� 
 �K
��E�G��E� − �K

��E�G��E� . �26�

The spin and charge noise at interface K are expressed by

SKK
�s� = SK↑,K↑ − 2SK↑,K↓ + SK↓,K↓, �27�

SKK
�c� = SK↑,K↑ + 2SK↑,K↓ + SK↓,K↓, �28�

where the spin-resolved elements of the noise SK�,K�� can be
obtained from Eq. �25� by generalizing the counting field to
include spin.

Higher order cumulants for a multilevel molecule can be
similarly derived from Eq. �17� in a cumbersome but
straightforward manner.

IV. HEATING

Within the model �Fig. 1�, the charge current is compen-
sated at each interface so that only spins are transferred
through the junction. Nevertheless, since electrons cross the
molecule-contact interfaces also in the spin field-effect tran-
sistor, the question of heating of the molecular vibrations is
still important. To estimate the temperature of the vibrations
we extend an approximate scheme used by one of us in a
previous publication.43 The essence of the approach is qua-
siparticle assumption used to describe vibrational degrees of
freedom �phonons�. In this case the only relevant character-
istic of the vibration �besides frequency� is its average popu-
lation, while actual nonequilibrium distribution may be dis-
regarded �density of states is a delta function�.

At steady-state influx of energy through the molecule-
contact interfaces, Jin, is compensated by outflux, Jout, so that
energy of the molecule does not change J=Jin−Jout=0. Since
energy is carried by both electrons and phonons, we get

Je + Jph = 0. �29�

Within the quasiparticle approximation the latter for a vibra-
tion �i coupled to a thermal bath is45

Jph =
���i�

�
�i�NBE��i� − Ni� , �30�

where �i and Ni �i=1,2� is a vibration frequency and the
corresponding average population of molecule i, respec-

tively, whereas � is the spectral function of the bath, and
NBE���= �e��−1�−1 is the Bose-Einstein distribution.

The electronic energy flux for a system coupled to a set of
baths B can be written as

Je = �
B
�

−


+
 dE

2��
E Tr��B

��E�G��E� − �B
��E�G��E�� ,

�31�

where �B is the electronic self-energy due to the coupling to
bath B. In our model we want to estimate the temperature of
two vibrations, thus, following the approximate procedure
introduced in Ref. 44, we split the system into two parts at
the molecule-molecule interface. In this way we can speak
about electronic energy flux in two parts of our system. Each
part has two interfaces: one between the molecule and cor-
responding contact and the other between the molecules. The
electronic self-energy due to the coupling to the contact is
given by standard expression �21�. The self-energy on the
molecule-molecule interface is given by Eq. �10�.

We obtain the electronic flux in the molecule i part of the
system through the following procedure. We begin with the

Hamiltonian Ĥ̄ which is transformed to the rotating reference
frames of the magnetic fields, Eq. �5�, however, without per-
forming the small polaron transformation. We, then, treat the
electron-vibration coupling in the Born approximation.28

Within the noncrossing and quasiparticle approximations we
accordingly obtain the electronic flux

Je = �iMi
2��Ni + 1�Ii

�−� − NiIi
�+�� �32�

where

Ii
��� 
 �

�1,�2

�
−


+
 dE

2�
G�1�2

� �E�G�1�2

� �E � �i� �33�

Using Eqs. �30� and �32� in Eq. �29� yields

Ni =
���i�NBE��i� − Mi

2Ii
�−�

���i� + Mi
2�Ii

�+� − Ii
�−��

. �34�

The vibrational temperature is obtained from Eq. �34� under
assumption that the vibrations are populated according to the
Bose-Einstein distribution. We note that a more physically
motivated procedure to introduce the temperature of the mo-
lecular vibrations at nonequilibrium can be used,45 however,
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for demonstration purposes the simpler procedure described
above suffices.

Atomic cooling caused by subresonance optical excitation
is a well-known effect.46 In molecular junction the analogous
detuning may lead to cooling of the molecular vibration.
Here, we utilize the subresonance detuning of the electric
and magnetic field frequencies from the energy difference of
the intermolecular and contact-molecule electronic transi-
tions as a mechanism to pump energy out of the molecular
vibration. Naturally, cooling is most efficient when the de-
tuning frequency coincides with the frequency of the vibra-
tion. Additional possibilities to cool the current carrying mo-
lecular junction are discussed in Ref. 47.

V. NUMERICAL RESULTS

Here we present numerical results in order to illustrate the
transport properties of our model for the spin field-effect
transistor sketched in Fig. 1. We use the level width � due to
coupling to a contact as unit of energy. Unless explicitly
specified otherwise, the parameters for calculations are tem-
perature in the leads Te=0.3, the positions of the levels in
absence of external fields �1=�2=0, escape rates to the con-
tacts �wide-band approximation is employed� ��

�K�=1,
strength of coupling to external dc magnetic field �0

g�BB�dc�=−10, strength of the coupling to the external ac
magnetic field g�BB�ac�=0.01 and its frequency �B=20,
strength of the coupling to the external electric field VE
=0.5. The parameters for the molecular vibrations are indi-
cated in each case separately.

Figure 2 shows the spin current I�s� in the elastic transport
regime. In the calculations, the shift of the levels due to
changes in �B is assumed to be compensated by the dc mag-
netic field, so that levels are set as in Fig. 1 and do not move.
The spin current �solid line� vs the external ac field fre-
quency �spin bias� is plotted in Fig. 2�a�. Note that the
electric-field frequency is an additional source of energy in
the model, so that one will observe spin current even without
spin bias in the contacts. The sign of the spin current shows
the direction of the spin-up flux �direction from left to right
is chosen as positive�. The flux switches around �B /�=10,
as is shown in Fig. 2�a�. The point of sign change is defined
by a competition between the spin bias and the electric-field
mediated intermolecular transfer. At �B=0 the lower spin
levels are occupied, while the higher levels are empty �see
Fig. 1�. In this regime the electric-field frequency facilitates
the spin-up flux from right to left, which defines a negative
sign of the spin flux. The spin bias grows with the frequency
�B, and the value �B /�=10 the two processes cancel each
other. When the spin bias grows further, the population of the
levels changes. The higher levels become populated due to
the increased bias, while the population of lower levels di-
minishes �the level goes above the corresponding spin-
resolved chemical potential, see Fig. 1�. The positions of the
peaks are defined by the resonance condition for intermol-
ecule electron transfer: the position of the molecular levels is
kept fixed by the dc field adjustment, while the frequency of
the transition changes with both electric-field frequency �E
and ac magnetic field frequency �B, see Eq. �9�. The condi-

tion for the resonance is �E��B= ��̄1�− �̄2��. We will return
to the question of the role the spin bias plays in our discus-
sion of the noise and heating properties. Note also, that the
charge current �dashed line in Fig. 2�a�� is identically zero
�the flux of spin-up electrons from left to right is compen-
sated by the flux of spin-down electrons from right to left�.

Figure 2�b� shows the dependence of the spin current on
frequency of the external electric field. Naturally, the depen-
dence has a maximum at resonance. Shown are plots for
magnetic field frequency �B in the first �dash-dotted line�
and second �solid line� maximum of Fig. 2�a�. Also shown
are curves for smaller �dashed line� and zero coupling to the
electric-field frequency �dotted�. In the absence of coupling
no spin current is observed. This indicates that, for the pa-
rameter range chosen, we are not in the regime of the spin
pump described in Ref. 18.

Figure 3 is inelastic analog of results presented in Fig. 2.
Molecular vibrations are taken into account employing small
polaron transformation, and assuming separation of time
scales, so that introduction of the Franck-Condon factors be-
comes possible. Figure 3�a� shows spin current vs frequency
of ac magnetic field. Parameters for molecular vibrations are
�1=�2=2, electron-vibration coupling is M1=M2=2. Other
parameters are as in Fig. 2. An unusual form of the vibration
sidebands is caused by resonance condition for intermolecu-
lar electron transfer rather than resonance situation at
molecule-contact interface. This makes vibrational character-
istic different from the one presented in Ref. 20. At the same
time, vibrational structure observed in spin current vs
electric-field frequency resembles such for charge current vs

0

I(s
)
(a

rb
.u

ni
ts

)

-10 0 10 20 30

B/

0

I(s
)
(a

rb
.u

ni
ts

)

5 10 15

E/

(a)

(b)

FIG. 2. �Color online� Elastic transport. Spin current vs �a� ac
magnetic field frequency �B �solid line, blue� and �b� electric-field
frequency �E. The latter shows results for VE=0 �dotted line,
black�, 0.3 �dashed line, magenta�, and 0.5 �solid line, red� at �B

=20. Also shown curve for VE=0.5 at �B=0 �dash-dotted line,
blue�. Dashed line �black� in �a� shows charge current. See text for
other parameters.
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bias plots. Figure 3�b� shows two such characteristics: for
symmetric �1=�2=3 �dashed line� and asymmetric �1��2
��1=3 and �2=4, solid line� cases. Presence of a higher
frequency naturally leads to observation of less vibrational
sidebands.

Figure 4 displays the noise properties of the junction. We
show the results for elastic transport only, leaving the study
of inelastic noise properties for a future publication. Figure
4�a� shows the spin �or charge� zero-frequency noise as func-
tion of the external electric-field frequency. Note that while
the charge current is identically zero, charge noise does exist.
Shown are the results for two situations: the spin levels of
each molecule are well resolved �dashed line, red� vs essen-
tial overlap between the two �solid line, blue�. The first case
corresponds to a situation with well-pronounced resonance
behavior. In such situations, the transmission probability at
resonance approaches unity, which leads to suppression of
the noise.48 The latter case corresponds to a situation when
the transmission probability is lower. In this case no noise
suppression is observed at resonance. The effect is similar to
the behavior of a molecular junction in symmetric vs asym-
metric couplings at the two sides of the junction.42

In contrast to charge noise, the spin noise strongly de-
pends on spin-flip events within the system.49 Figure 4�b�
shows the difference between the spin and charge zero-
frequency noise at several magnitudes of the coupling to the
external ac magnetic field. Note that at resonance, where the
electron transport through the junction becomes pronounced,
the difference between the spin and charge components di-
minishes.

As was mentioned already earlier, there is no net charge
transport between the leads. Nevertheless, charge transfer be-

tween contacts and molecule does occur. Thus, the spin field-
effect transistor may be heated. As was discussed in the lit-
erature �see e.g., Refs. 47 and 50�, charge transfer by itself
does not necessarily lead to heating of the molecular device.
Here, we demonstrate one such possibility. Cooling of a mo-
lecular vibration is caused by tuning the external field fre-
quency out of resonance �an analog of atomic optical cool-
ing�. Figure 5�a� shows the temperatures of the first �1

�dashed line� and second �2 �solid line� molecular vibrations
as functions of the spin bias. The coupling to the dc magnetic
field is �0=−4, whereas the frequency of the electric field is
�E=4. The molecular vibrations are taken to be �1=1 and
�2=0.5 with electron-vibration couplings M1=M2=0.5.
Other parameters of the calculation are introduced at the start
of the section. The parameters �electric and magnetic field
frequencies� are chosen in such way that the most probable
�resonant� electronic tunneling through the junction has to go
uphill in energy at the contact-molecule and intermolecule
transition steps. In this case, the tunneling energy difference
required for resonant electron transition is taken from the
molecular vibration, which leads to cooling of the device.
Figure 5�b� shows similar behavior when the frequency of
the electric field is used as a control instead. The molecular
vibrations are �1=0.5 and �2=0.2. Here cooling takes place
at the molecule-molecule interface only and is not as effec-
tive. However, one can achieve a stronger signal in this case.
The efficiency of the cooling at maximum spin current is an
interesting question for future studies.
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FIG. 3. �Color online� Inelastic transport. Spin current vs �a� ac
magnetic field frequency �B and �b� electric-field frequency �E.
The latter shows results for symmetric �1=�2=3 �dashed line, red�
and asymmetric �1=3, �2=4 �solid line, blue� cases. Electron-
vibration coupling is M1=M2=3. Other parameters are as in Fig. 2.
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FIG. 4. �Color online� Noise properties. �a� Zero-frequency
charge and spin noise for ��

�K�=� �dashed line, red� and ��
�K�=5

�solid line, blue� vs electric-field frequency �E. �b� Difference be-
tween spin and charge zero-frequency noise for g�BB�ac�=0.01
�dash-dotted line, red�, 0.05 �solid line, magenta�, and 0.1 �dashed
line, blue�. See text for parameters.
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VI. CONCLUSION

Spintronics is a quickly developing field of research �both
experimental and theoretical�. Here, we studied the spin cur-
rent transport properties within a model for an electrically
controlled spin field-effect transistor. The model provides
pure spin currents through a junction which consists of two
spin pumps �molecules under influence of external dc mag-
netic fields�18 each attached to its normal-metal contact. The
two parts are coupled by an external electric field, which
serves as a control for the spin flux. Within a full counting
statistics approach to multilevel systems, we discuss elastic
and inelastic spin flux and noise properties of the junction.
External electric and magnetic fields are indicated as pos-
sible controls of the spin current through the junction. The
charge and spin zero-frequency noises are shown to be dif-
ferent when spin-flip processes within the junction become
pronounced. Zero-frequency spin noise as function of the
external electric-field frequency shows the same single to
double peak structure transition when the tunneling probabil-
ity approaches unity. Similar behavior was observed earlier
for a model of charge field-effect transistor.42

Problem of molecular junction heating recently discussed
in the literature in connection to charge transport, retains its
importance also for spin molecular devices. Within the
model, we discuss possibility to use external fields slightly
detuned from the molecular resonances for cooling the mo-
lecular vibrations. This process is similar to optical cooling
of atoms. We find that external ac magnetic fields may be
effective cooling media. External electric fields also provides
the effect. The efficiency of the cooling at maximum spin
flux is an interesting question for future studies.
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APPENDIX: DERIVATION OF EQ. (10)

Here we derive expression �10� for the self-energy due to
the coupling to the external electric-field frequency within
the rotating-wave approximation. We start by partitioning the
total Hamiltonian of the system into a zero-order Hamil-

tonian Ĥ̄0 and perturbation V̂̄ �Eq. �9��. The first is given by
an analog of Eq. �2� after transformation to rotating frames.
It will be similar to Eq. �2� with molecular and contact states
energies renormalized according to Eqs. �7� and �8�, respec-
tively, and without the time dependence of magnetic field
terms. For the moment, we disregard the coupling to molecu-

lar vibrations. Hamiltonian Ĥ̄0 defines the zero-order GFs of

the system G�0�. We treat the interaction V̂̄ by perturbation
theory, i.e., expanding the evolution operator on the Keldysh

contour �interaction representation� exp�−i�cd	V̂I�	�� to sec-
ond order in VE. This leads to a Dyson type equation for the
Green’s function

G�	,	�� = G�0��	,	��

+ �
c

d	1�
c

d	2G�0��	,	1���E��	1,	2�G�0��	2,	��

�A1�

with matrix elements for the self-energy given by

�m�1,n�2

�E� �	1,	2�

= 
m,n�VEe−i�Et1 + VE
�ei�Et1��VEe−i�Et2 + VE

�ei�Et2�

�Gm̄�1,m̄�2

�0� �	1,	2�exp�i�− 1�m�B��1t1 − �2t2��

�A2�

where m ,n=1,2 numerate molecule in the junction, whereas
m̄ means opposite of m. Application of the rotating-wave
approximation leaves only terms proportional to �VE�2 and
enforces �1=�2 in Eq. �A2�. The resulting expression is pre-
sented in Eq. �10�.

In the case of the small polaron transformation, the cou-
pling to molecular vibrations is treated by dressing expres-
sion �10� by Franck-Condon factors

�m�,n��
�E� �	,	�� = 
m,n
�,��2�VE�2cos �E�t − t��

�Gm̄�,m̄��	,	��ei�− 1�m��B�t−t��

��TcX̂m̄�	�X̂m̄
† �	����TcX̂m�	��X̂m

† �	�� . �A3�

When perturbation theory is employed, the GF in Eq. �A1� is
considered as a zero-order GF of the Born approximation.
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FIG. 5. �Color online� ‘Temperature’ of the first �1 �dashed line,
red� and second �2 �solid line, blue� molecular vibration vs �a� ac
magnetic field frequency �B and �b� external electric-field fre-
quency �E. See text for parameters.
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